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The emergence of artificial intelligence (AI) presents new opportunities for healthcare, com-
munications, government and manufacturing. Despite growing concerns about AI-gener-
ated 'deep fakes', 'fake news' and other misinformation, the enthusiasm for this technology 
is staggering. But do we accept the impact of AI on our environment? Or its staggering de-
mand for scarce resources such as energy and water?   
 
The emergence of artificial intelligence (AI) has the potential to herald a new era of opportunity. The 
opportunities presented by AI are diverse and span a range of sectors, including healthcare, commu-
nications, government and manufacturing. The technology enables the creation of text, images, sound 
and art. AI can also help mitigate the effects of the climate crisis by developing intelligent energy 
grids, by developing infrastructures with little or no CO2 emissions and by modelling climate predic-
tions. 
 
However, not all is positive. There are growing concerns that AI could play a role in the spread of mis-
information, including ‘fake news’, ‘deep fakes’ and other forms of disinformation that could have a 
detrimental impact on our democratic society through populism and polarization.  
 
A lesser-known consequence of AI is its impact on the natural environment. There is a substantial body 
of literature on this topic from recent years, but there is often a significant time lag between the publi-
cation of studies on this subject and their dissemination and uptake by the general public. The following 
examples illustrate this point. 
 
In 2018, OpenAI reached the conclusion that the computing power required to train a large AI model 
had doubled every 3.5 months from 2012 onwards. The accuracy of results and time efficiency that can 
be achieved by harnessing the computing power of a vast number of computers in data centres neces-
sitates a considerable amount of electricity. A significant proportion of data centres globally continue 
to rely, to some extent, on fossil fuels, resulting in a notable surge in CO₂ emissions. 
 
In 2020, researchers at the University of Massachusetts conducted an analysis of several natural lan-
guage processing (NLP) models and determined that the energy expenditure associated with training a 
single model resulted in CO2 emissions of approximately 300,000 kg on average (equivalent to 125 return 
flights from New York to Beijing). 
 
The training of ChatGPT-3 has been found to require the consumption of 1.3 gigawatt hours of electric-
ity, resulting in the generation of 550,000 kg of CO2. It is estimated by Bloomberg that the energy con-
sumption necessary for training is only 40% of that required for operational purposes. Moreover, the 
training process necessitates the consumption of approximately 700,000 litres of water for the purpose 
of computer cooling. This quantity of water is equivalent to that which would be required by a nuclear 
power plant cooling tower. 
 
In the year 2023, data centres operated by Google extracted a total of 24 billion litres of water from the 
environment. This represents a 14% increase compared to figures recorded in the previous year. In that 



 

year, 20 billion litres of water were employed for the purpose of cooling. Two-thirds of this quantity 
was comprised of potable water. Furthermore, data from Microsoft's facilities indicate a 34% increase 
in cooling water consumption during the same period. In 2024, Microsoft's CO₂ emissions were 30% 
higher than in 2020, while Google's emissions increased by 48% over the past five years.   
 
It is estimated that Sweden will witness a twofold increase in data centre electricity demand by 2030, 
while in Britain, AI is projected to necessitate 500% more energy over the subsequent decade. In the 
United States, data centres will account for 8% of all electricity consumption in 2030, representing a 
significant increase from the 3% they currently represent in 2022. 
 
The advent of AI is an inevitable consequence of the progression of technology. However, there is a risk 
of scarcity in energy and water resources. This necessitates the identification of solutions that facilitate 
the advancement of environmentally sustainable initiatives. This necessitates transparency, as major 
technology companies have not been forthcoming about the outcomes of their efforts to reduce their 
ecological footprint. A number of measures, already implemented by major technology companies, can 
be intensified: 
 

• The utilization of virtualization and clustering of virtual servers; 
• The reduction of IT under-utilization: 30% of the world's servers are unused or under-utilized. 

This results in billions of dollars in costs and high CO2 emissions from the electricity used. An 
under-utilized server still consumes 30-40% of the power it would at full capacity; 

• The utilization of more energy-efficient chips using multi-core technology enables the mainte-
nance of high performance whilst simultaneously reducing energy consumption. When applied 
in conjunction with a dynamic allocation of electricity based on real-time usage, this approach 
has the potential to yield significant gains; 

• The utilization of elevated voltages in the distribution of electrical power enables the optimiza-
tion of server efficiency; 

• The implementation of enhanced cooling systems, based on other cooling fluids than potable 
water; 

• Improved data centre locations, where natural resources can be employed in the generation of 
electricity or where it is feasible to generate and store substantial quantities of electricity. 

 
Such measures (and others) are needed. Otherwise, initiatives to reduce emissions and water use will 
make little difference. 
 
Most importantly, we need to be aware of when we, as users, are using generative AI and when we are 
not. Generative AI is a form of AI that creates content based on ‘prompts’ (user requests) to create and 
produce text, images, video and sound clips. This generative AI uses models with billions of criteria on 
which to generate. These are the most ecologically invasive. 
 
Does using those models outweigh what you want to achieve with them? Do we have a goal? Or is it 
just for fun? Or because we can? These are questions that need to be asked beforehand if we want to use 
those models. A bit more awareness of the ecological effects of AI among users can’t hurt. 
 
Whichever way you look at it, the ecological footprint has to go down. AI is already helping, but it can 
do much more with the scarce resources at its disposal. And scarce they are: do we want new homes or 
new businesses to have to wait years to be connected to the grid? 
 
Perhaps we should unleash an AI prompt after all to solve this consumption problem.... 
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